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Introduction

Modeling the relationship between the tree height and its diameter at breast height is one of the most common and oldest paradigms in forestry, especially in forest inventory (Schmidt et al. 2011). Various linear and nonlinear models have been used to study such relationship (Zhang et al. 2005). Estimates are usually obtained by the ordinary least squares (OLS) method, though the estimation of model parameters is often hampered by the failure in satisfying the assumptions of the method. Indeed, the independence between observations is very often violated due to the spatial or temporal dependencies between data, leading to biased estimates of standard errors of parameters and their confidence intervals, as well as to misleading results of significance tests (Fox et al. 2001). One of the main causes of the dependence of data in forestry models is their hierarchical structure. Data collected from the same inventory units are more similar to each other than data from different inventory units (Fox et al. 2001). To face this problem, we must consider that spatial variability is an important feature of the ecosystem, rather than a mere statistical nuisance (Legendre 1993), and its accurate assessment allows to better understand the complexity and structure of an ecosystem (Zhang et al. 2008). For this reason, models must aim to explain the spatial variability of data as much as possible. In previous studies, researchers often disregarded the problem of spatial and temporal non-stationarity, using global or local models instead. The real spatial structure is commonly neglected by global models, as they assume temporal and spatial homogeneity of the data, and this results in a high portion of unexplained variation. On the contrary, local models cannot be generalized to populations (e.g., large areas) – as fitting many individual models requires a large number of measurements – and are unsuitable to model the variability among different plots. Several authors reported different ways to overcome these drawbacks (Calama & Montero 2005). Ferguson & Leech (1978) used two-stage models, Huang et al. (2000) applied models for each geographical or ecologically defined area, while Zhang et al. (2004) used various geostatistical methods. Among nonparametric methods used on spatially correlated data, kriging has become very popular in the last decades; several examples are reported in Kangas & Haara (2012).

The use of models with mixed effects is a successful approach to overcome the problem of spatial variability in the data. Mixed models include a fixed component, which covers the entire analyzed dataset (e.g., population), and a random component that involves various levels of hierarchy in the dataset (Calama & Montero 2005). Mixed effects model allows the simultaneous estimation of parameters of the fixed and random components, thus combining the “average” characteristics of the analyzed population (through fixed parameters of the global model) with the spatial or temporal variability of data (through the random component parameters – Adame et al. 2008). The fixed component of the model therefore explains the influence of different variables as in the classical OLS regression (Yang & Huang 2011). In contrast, the random component takes into account the spatial or temporal variation in the data.
account the heterogeneity and randomness in the data caused by known and unknown factors (Vonesh & Chiinchilli 1997). Mixed models thus provide a better parameter estimates than OLS regressions (Budhathoki et al. 2008), providing a flexible tool to analyze a given area.

The main advantage of using a mixed model is the possibility to calibrate an already existing model (Mehtätalo 2004) by estimating its parameters on data not used in the construction of the original model, as in the case of a new experimental plot. Two calibration methods are available to this purpose (Sharma & Porton 2007):

- Random parameters have a value of 0.
- There are no measured values of the dependent variable, so the calibration is done with only fixed effects (often referred to as “fixed effects marginal prediction”), which is related to the entire population.
- Random parameters are estimated separately for each sampling unit. It includes at least one (or better several) measured values of the dependent variable. It is a calibration with fixed and random effects (also referred to as “calibrated conditional prediction”), which applies to individual areas.

These calibration techniques have a wide range of applications, though so far they have been mostly frequently used in modeling growth (Miguel et al. 2013), increment (Calama & Montero 2005, Budhathoki et al. 2008, Aakala et al. 2013) and height-diameter functions (Trincado et al. 2007, Adame et al. 2008, Schmidt et al. 2011, Castaño-Santamaria et al. 2013, Lu & Zhang 2012).

When trees in the experimental area are not enough for applying the calibrated conditional prediction, LME with fixed effects marginal predictions has to be used for tree height modeling, instead of the LME model with calibrated conditional predictions. In such cases, a suitable alternative could be the method of classification and regression trees (CART), which is a non-parametric technique that effectively use local data (Sironen et al. 2003), does not require a normal distribution of residuals (Fan et al. 2006), and is robust to outliers (De’ath & Fabricius 2000). According to Rejwan et al. (1999), this method is suitable for modeling with hierarchical data. This approach is based on the splitting of binary data into homogeneous groups (with respect to the dependent variable) by using independent variables (Dobbertin & Biging 1998). Using qualitative dependent variables, this method produces a classification tree, while a regression tree is obtained using quantitative dependent variables (Moisen & Frescino 2002). The main advantage of this approach is that no additional height measurements are required for modeling tree height at the local level when a CART model based on other data sets is available for the area of interest. In this case, only the stand variables required for the assembled classification or the regression tree have to be identified.

Although far less used in forestry than the LME, the CART method has been successfully applied for modeling tree mortality (Dobbertin & Biging 1998) and for the regionalization of global models of the volume of tally trees (Raty & Kangas 2008) or of floodplain forest occurrences (Anderson et al. 2010). Therefore, an accurate evaluation its advantages and disadvantages in comparison with the widely used LME method is required.

The aim of this paper is to compare the use of the LME (parametric) and the CART (nonparametric) models to regionalize the global model of height-diameter relationship.

**Material and methods**

**Study area**

The study site is located in the Training Forest Enterprise Masaryk Forest Křtiny (lat. 49° 17′, long. 16°45′ E), southern Moravia (Czech Republic), north of Brno. Forty-six circular sample plots were selected in 23 different Norway spruce (Picea abies Karst.) stands. The sample plot area was 250 m² (stands younger than 40 years), 700 m² (stands aged between 41-80 years) and 1200 m² (stands older than 80 years). For each tree in the sample plots, its height and diameter at breast height were measured, and the basal area of each tree was calculated. Volume of each tree was calculated using volume equations by Petrás & Pajtík (1991). We measured a total of 1,590 trees. For each of the 23 forest stands considered, the mean diameter, mean height, stand basal area, mean tree volume, number of trees per ha, site index (mean height in 100 years) and the stand age were obtained by averaging the sampling plot values. Tab. 1 summarizes the basic characteristics of tree and stand variables over the study area.

**Statistical analysis**

All the analyses were carried out using the software packages R (R Core Team 2015) and STATISTICA® v. 12.0 (StatSoft Inc., Tulsa, OK, USA). The performances of the parametric LME and the nonparametric CART methods in modeling the height-diameter relationship were compared. We fitted the global model of the height-diameter function for the entire surveyed area and local models for each forest stand. To fit a model with mixed effects, an appropriate height-diameter (H-D) function has to be selected. We have evaluated five common H-D functions: (i) the Michaliov function (Michaliov 1943 – eqn. 1):

\[
\hat{h} = 1.3 + a \exp{\frac{b}{dbh}}
\]

(ii) the Petterson function (Petterson 1955 – eqn. 2):

\[
\hat{h} = 1.3 + \frac{1}{(a + bdbh)^{1/2}}
\]

(iii) the Näslund function (Näslund 1947 – eqn. 3):

\[
\hat{h} = 1.3 + dbh^2 / ((a + bdbh)^{1/2})
\]

(iv) the Levakovic function (Levakovic 1935 – eqn. 4):

\[
\hat{h} = 1.3 + a (dbh + c) / (1 + dbh)
\]

(v) the Meyer function (Meyer 1940 – eqn. 5):

\[
\hat{h} = 1.3 + a (1 - e^{-bdbh})
\]

where \(\hat{h}\) is the fitted height of a tree, \(dbh\) is the diameter at breast height, and \(a, b, c\) are the parameters to be estimated.

To select the best function for the global model, the following criteria were considered: (i) mean of residuals; (ii) residual standard deviation; (iii) standard error of residuals; (iv) Akaike’s information criterion (AIC – Akaike 1973).
Linear mixed effects model

We built the actual mixed model as a two-level model, according to the methodology proposed by Weiss (2007). The first-level model included only tree variables, which vary within the forest stand in relation to height and diameter. The second-level model also included stand variables. In terms of general matrix expression, the linear mixed model can be described as follows (Gregoire et al. 1995 – eqn. 6):

\[ y = X \beta + Zb + e \]

where \( y \) is the dimensional vector of the \( n \) observations of the response variable taken from \( n \) trees within \( n \) plots, \( X \) is the design matrix of dimension \( n \times m \) including the explanatorily variables associated with fixed components, \( \beta \) is the \( m \)-dimensional vector of fixed components (estimated fixed parameters of the model), \( Z \) is the design matrix of dimension \( n \times q \) for the random components, \( b \) is the \( q \)-dimensional vector of random components for the levels tree and plot, and \( e \) is the \( n \)-dimensional vector of residual components.

Making the first-level model consists of three steps: (1) the global model; (2) the model with random effect of intercept only; and (3) the model with random effect of second-level model by testing the contribution of each model was tested using the likelihood of the model. The significance of predictor, and the random components, \( \mu \), we set the minimum number of values in one node to 50, i.e., when one of the two groups obtained by splitting has fewer than 50 values, the process is terminated.

Ten-fold cross-validation pruning technique was chosen to reduce the number of branching of the regression trees achieved. After cross-validation, the regression tree models were tested on the validation subset. The quality of the resulting trees was determined using both subsets based on the following criteria: (i) coefficient of determination; (ii) residual mean square (RMSE); (iii) standard deviation; (v) Akaikes information criterion (AIC); (vi) mean deviation of fitted values obtained by the LME model and regression tree from the fitted values obtained by the OLS model, calculated as follows (eqn. 9):

\[ \Delta_i = \frac{\sum_{i=1}^{n} |y_{\text{LME}} - y_{\text{OLS}}|}{n} \]

where \( n \) is the sample size, \( y_{\text{LME}} \) and \( y_{\text{OLS}} \) are the fitted values obtained for the \( i \)-th tree (\( i = 1, 2, 3, \ldots, n \)) by the LME and the OLS models, respectively.

Classification and regression trees

Because tree height is a continuous variable, the regression tree method was selected, whose results are homogeneous groups of individuals sharing the same predicted height (\( \mu_b \)). Individual groups are explained using several different predictors, which are independent variables easy to be measured in the stand and/or to be computed from the measured variables. In this case, we used diameter at breast height, mean diameter of tree species, age of forest stand as continuous variables, as well as the site index as a categorical variable. We assessed the contribution of each variable to the regression tree grouping using the analysis of significance proposed by Breiman et al. (1984). The degree of significance takes values from 1 to 100; the larger the value, the greater the significance of given variable in the tree formation.

The regression tree model was tested on the same data used for the mixed model described above, but the original dataset was divided into a training (860 records) and a validation (730 records) subsets. The training subset was used to compile the regression tree model, while the validation subset to verify the accuracy of the model.

In the process of binary data splitting of the tree nodes, the algorithm tries to reduce the residual sum of squares. To prevent model overfitting and ensure a good estimate of \( \mu_b \), we set the minimum number of values in one node to 50, i.e., when one of the two groups obtained by splitting has fewer than 50 values, the process is terminated.

Comparison of the results of the mixed model and regression tree

We compared the results of the mixed model and regression tree using data from six forest stands for which the mixed model calibration was carried out. In addition, the results of both methods were compared with those obtained with a local linear model of the height-diameter function fitted using the classical ordinary least squares (OLS) method. As comparison criteria, we have used the coefficient of determination (\( R^2 \)), mean of residuals (\( \delta_e \)), the standard deviation of residuals (\( \sigma_e \)), and the mean deviation of fitted values obtained by the mixed model or the regression tree from the fitted values of the local model (\( \lambda_i \)). For the comparison of the LME model with CART and OLS methods, we used only the mixed model with calibrated conditional prediction carried out with heights measured in the height-intervals, as we have identified this type of calibration to show the best goodness-of-fit for the linear mixed effects model.

Results

Linear mixed effects model

Tab. 2 shows the results of the comparison of functions used in the global height-
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Tab. 2 - Comparison of global height-diameter models. \((\tilde{h})\): mean of residuals; \((\sigma_u)\): residual standard deviation; \((SE_u)\): standard error of residuals; \((AIC)\): Akaike information criterion.

<table>
<thead>
<tr>
<th>Function</th>
<th>(\tilde{h}) (m)</th>
<th>(\sigma_u) (m)</th>
<th>(SE_u) (m)</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Michailov (eqn.1)</td>
<td>0.0103</td>
<td>2.8101</td>
<td>0.0705</td>
<td>7802.8</td>
</tr>
<tr>
<td>Petterson (eqn.4)</td>
<td>0.0006</td>
<td>2.8023</td>
<td>0.0703</td>
<td>7794.0</td>
</tr>
<tr>
<td>Näslund (eqn.3)</td>
<td>-0.0071</td>
<td>2.8081</td>
<td>0.0704</td>
<td>7800.6</td>
</tr>
<tr>
<td>Levakovic (eqn.2)</td>
<td>0.0085</td>
<td>2.8069</td>
<td>0.0704</td>
<td>7799.3</td>
</tr>
<tr>
<td>Meyer (eqn.5)</td>
<td>-0.0313</td>
<td>2.8244</td>
<td>0.0708</td>
<td>7819.2</td>
</tr>
</tbody>
</table>

Tab. 3 - Comparison of first-level models. \((a, b)\): parameters of the model; \((\sigma_u)\): standard deviation of the random intercept; \((\sigma_{u_b})\): standard deviation of the random regression parameter; \((\epsilon_u)\): residual standard deviation; \((AIC)\): Akaike’s information criterion; \((p)\): p-value after the likelihood ratio test.

<table>
<thead>
<tr>
<th>Model</th>
<th>(a)</th>
<th>(b)</th>
<th>(\sigma_u)</th>
<th>(\sigma_{u_b})</th>
<th>(\epsilon_u)</th>
<th>AIC</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>0.2648</td>
<td>2.0848</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7831</td>
<td>-</td>
</tr>
<tr>
<td>Random effect of (a) only</td>
<td>0.2952</td>
<td>1.2624</td>
<td>0.0192</td>
<td>-</td>
<td>0.0076</td>
<td>-10863</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Random effect of (a) and (b)</td>
<td>0.2944</td>
<td>1.2919</td>
<td>0.0194</td>
<td>0.1726</td>
<td>0.0001</td>
<td>-10881</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

Fig. 1 - Comparison of residuals (grey circles) of the global model (a) and the second-level mixed effects model (b) for the prediction of tree height. Black dots represent the mean of residuals in each diameter class, while the black lines represent its confidence intervals.

diameter models. Based on all the criteria chosen, the Petterson’s height-diameter function provided the best results. However, similar model performances were observed using all the functions tested, indicating their potential applicability in the prediction of tree height.

The resulting global linear model using the Petterson H-D function can be represented by the following formula (eqn. 10):

\[
\frac{1}{\sqrt{h-1.3}} = 0.2648 + 2.0848 \frac{\tilde{h}}{dbh}
\]

where \(\tilde{h}\) is the fitted height of the tree and \(dbh\) is its diameter at breast height. The whole model and its parameters were statistically significant \((p<0.001)\), with a high coefficient of determination \((R^2 = 0.781)\).

All subsequent stages of mixed model (global model, the model with random effect of intercept only and model with random effect of intercept and regression parameter) were compared using the likelihood ratio test. Tab. 3 shows the results of all first-level sub-models. In all cases, we observed statistically significant differences among the different models. The final first-level mixed model therefore included the random part of the parameter estimation for both the intercept and the regression parameter.

When compiling the second-level model, we tested the contribution of individual stand variables. The obtained results suggest that the estimates of the parameter \(a\) are mainly dependent on the logarithm of the forest stand age \((R = 0.944)\), while \(b\) estimates are dependent on the age of the forest stand \((R = 0.457)\). Therefore, both forest stand age and its logarithmic transformation were included into the second-level model. Subsequently, the parameter estimates of the model including the stand age were tested for relationship with the remaining stand variables and no statistically significant correlations were found. Thus, the final mixed, second-level model included as predictors the stand age in parameter \(b\) and the logarithm of stand age in parameter \(a\). We can express the final model with following equations (eqn. 11):

\[
\frac{1}{\sqrt{h-1.3}} = (0.4572 - 0.0381 \ln T + u_a) + (1.1109 + 0.0025 T + u_b) \frac{\tilde{h}}{dbh} + u_a
\]

\[
u_a = \left[ u_a \right]_{i=0}^{1} = \left[ 0.000303, -0.000001, 0.0309408 \right]
\]

and (eqn. 13):

\[
u_a \ sim N(0, 0.00563)
\]

in which \(\tilde{h}\) is the fitted height of a tree, \(dbh\) is the diameter at breast height, \(T\) is the age of the forest stand, \(u_a\) is the random part of the intercept, \(u_b\) is the random part of the regression parameter.

The second-level mixed-effects model showed a better fit on data as compared with the first-order model (likelihood ratio test: \(p < 0.001, AIC = -10927.7\)). This was confirmed by its lower dispersion of residuals, as depicted in Fig. 1.

The calibrated conditional prediction of tree height based on a random sample of 1 to 5 trees within 2 cm around the mean diameter provided biologically inconsistent results. Indeed, an inverse relationship was found, thereby tree height was predicted to decrease when diameter increases. Such inconsistency could not be eliminated even by using a larger number of measurements (max 5). Due to the poor quality of this calibration, a low coefficient of determination was obtained, as well as a high average deviation of fitted values of the mixed model and fitted values of the local model.

The second calibration method (tree height measured in three diameter intervals – see above) yielded significantly better results. Tab. 4 summarizes the goodness-of-fit statistics obtained using the calibrated second-level mixed effects model.
on the whole data set (training + validation) for the six forest stands analyzed. The results clearly showed that increasing the numbers of height measurements (1, 2, or 3 trees per interval, i.e., 3, 6, and 9 trees), the accuracy of model predictions was largely improved. Indeed, a higher number of trees minimizes the impact of selecting dominant or suppressed trees on the position of the model curve. The results also show that the calibration using only three measured heights can provide confidence intervals of $\hat{d}$ higher than 1 m, which is obviously unacceptable from a practical point of view. On the contrary, $\hat{d}$ becomes significantly smaller when the model is run based on six or nine height measurements depending on the desired degree of accuracy, indicating the reliability of its predictions of tree height. We achieved the best results when the calibration was made using height measurements of nine trees. Subsequently, we used this model for comparison with the regression tree and the local model.

### Classification and regression trees

In the CART model, all the selected variables were significant in the resulting regression tree, with a degree of significance of 100 for dbh, 97 for the mean diameter, 94 for stand age, and 57 for the site index. The resulting tree consists of 19 splitting nodes and 20 homogeneous groups (final nodes). Tab. 5 shows the actual values of the splitting criteria and the resulting values of regression tree, while Tab. 6 shows the goodness-of-fit statistics obtained for the resulting tree using the two data subsets (training and validation). The results correctly indicated that tree height increases with increasing stand age and dbh, supporting the use of CART models in different stages of the stand development. However, the achieved regression tree showed that trees from stands with lower mean diameter are taller than trees from stands with higher mean diameter, which seems biologically counter-intuitive. We therefore explored the characteristics of forest stands from which these trees originated, finding highly heterogeneous density values across forest stands. Indeed, competition for sunlight in high-density stands results in tall and slender trees, while more resources are allocated by trees to radial growth in low density-stands that results in tall and slender trees. Indeed, the site index in this study was not determined according to the height of dominant trees but to that of trees with mean height. The regression tree therefore correctly ranked these individuals into one homogeneous group based on more predictors than only site index (especially according to diameter at breast height). All the independent variables used in the CART model are thus biologically justified.

### Comparison of OLS with LME and CART

The goodness-of-fit statistics obtained with each regression technique are compared in Tab. 7. The CART technique provided the lowest mean and standard deviation of residuals, but also a high average deviation of the fitted values from those predicted by the local model (in some cases close to 1 m). Although such deviation could still be considered acceptable for some applications (e.g., the use in volume tables for determining the standing volume), we consider CART modeling significantly biased as compared with the OLS method. Similar statistics were obtained by using the mixed model calibrated with only 3 tree heights in 3 diameter intervals. In both cases, small deviations could be observed in individual stands, but the average deviation of the predictions obtained by the two methods from those of the OLS model was high (Tab. 7). On the other hand, once a regression tree has already been established, its application to other stands does not require any additional height measurement. In our case, to estimate the height of a specific tree we need to know its diameter at breast height (to be measured) and the stand variables, such as mean diameter, stand age, and site index, which can be easily drawn from forest management plans.

The LME technique provided good parameter estimates of the residual distribution, though their values were higher than those of the CART model. However, its predictions were very close to those achieved with the local model using the OLS method (Tab. 7), and in some cases even better. The average deviation of predictions by
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Table 5 - Results of the regression tree construction. (LB): left branch; (RB): right branch; (N): number of trees in node; (μm): mean value of the height distribution; (SP): splitting variable; (dbh): diameter at breast height of a tree; (dbh混): mean diameter; (A): stand age; (S): site index; (f): final nodes.

<table>
<thead>
<tr>
<th>Node</th>
<th>LB of the node</th>
<th>RB of the node</th>
<th>N</th>
<th>μm (m)</th>
<th>SP</th>
<th>Value of SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>860</td>
<td>27.97</td>
<td>dbh混</td>
<td>30.1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>380</td>
<td>22.09</td>
<td>A</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>7</td>
<td>197</td>
<td>19.09</td>
<td>dbh</td>
<td>20.5</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>9</td>
<td>93</td>
<td>17.04</td>
<td>dbh</td>
<td>12.5</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td>12.82</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
<td>56</td>
<td>18.21</td>
<td>A</td>
<td>39</td>
</tr>
<tr>
<td>12'</td>
<td>-</td>
<td>-</td>
<td>41</td>
<td>17.54</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13'</td>
<td>-</td>
<td>-</td>
<td>15</td>
<td>20.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>15</td>
<td>104</td>
<td>20.92</td>
<td>A</td>
<td>39</td>
</tr>
<tr>
<td>14'</td>
<td>-</td>
<td>-</td>
<td>47</td>
<td>19.16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15'</td>
<td>-</td>
<td>-</td>
<td>57</td>
<td>22.37</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>19</td>
<td>183</td>
<td>22.92</td>
<td>dbh</td>
<td>23.5</td>
</tr>
<tr>
<td>18</td>
<td>20</td>
<td>21</td>
<td>78</td>
<td>22.54</td>
<td>dbh</td>
<td>16.5</td>
</tr>
<tr>
<td>20'</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>19.63</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>21'</td>
<td>-</td>
<td>-</td>
<td>62</td>
<td>23.29</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>24</td>
<td>25</td>
<td>105</td>
<td>27.40</td>
<td>S</td>
<td>32</td>
</tr>
<tr>
<td>24'</td>
<td>-</td>
<td>-</td>
<td>46</td>
<td>29.01</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>27</td>
<td>59</td>
<td>26.14</td>
<td>dbh</td>
<td>30.5</td>
</tr>
<tr>
<td>26'</td>
<td>-</td>
<td>-</td>
<td>42</td>
<td>25.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>27'</td>
<td>-</td>
<td>-</td>
<td>17</td>
<td>27.44</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>29</td>
<td>480</td>
<td>32.62</td>
<td>dbh</td>
<td>32.5</td>
</tr>
<tr>
<td>28</td>
<td>30</td>
<td>31</td>
<td>126</td>
<td>28.99</td>
<td>dbh</td>
<td>23.5</td>
</tr>
<tr>
<td>30'</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>24.56</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>33</td>
<td>610</td>
<td>29.64</td>
<td>A</td>
<td>75</td>
</tr>
<tr>
<td>32'</td>
<td>-</td>
<td>-</td>
<td>23</td>
<td>27.85</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>33</td>
<td>34</td>
<td>35</td>
<td>87</td>
<td>30.11</td>
<td>dbh混</td>
<td>39.3</td>
</tr>
<tr>
<td>34'</td>
<td>-</td>
<td>-</td>
<td>18</td>
<td>31.81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>35'</td>
<td>-</td>
<td>-</td>
<td>69</td>
<td>29.67</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>29</td>
<td>40</td>
<td>41</td>
<td>354</td>
<td>33.91</td>
<td>dbh</td>
<td>46.5</td>
</tr>
<tr>
<td>40</td>
<td>42</td>
<td>43</td>
<td>269</td>
<td>33.18</td>
<td>A</td>
<td>75</td>
</tr>
<tr>
<td>42'</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>29.70</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>43</td>
<td>44</td>
<td>45</td>
<td>244</td>
<td>33.53</td>
<td>dbh混</td>
<td>39.3</td>
</tr>
<tr>
<td>44'</td>
<td>-</td>
<td>-</td>
<td>45</td>
<td>35.52</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>45</td>
<td>46</td>
<td>47</td>
<td>199</td>
<td>33.08</td>
<td>dbh</td>
<td>40.5</td>
</tr>
<tr>
<td>46'</td>
<td>-</td>
<td>-</td>
<td>111</td>
<td>32.51</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>47'</td>
<td>-</td>
<td>-</td>
<td>88</td>
<td>33.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>41'</td>
<td>-</td>
<td>-</td>
<td>85</td>
<td>36.22</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6 - Goodness-of-fit statistics obtained using the CART model. (R²): coefficient of determination; (σ): mean of residuals; (σ混): residual standard deviation; (Δ): average deviation of the fitted values obtained using the LME model and the fitted values obtained using the OLS model.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Training data</th>
<th>Validation data</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.940</td>
<td>0.804</td>
</tr>
<tr>
<td>σ</td>
<td>0.000</td>
<td>0.585</td>
</tr>
<tr>
<td>σ混</td>
<td>0.054</td>
<td>0.102</td>
</tr>
<tr>
<td>Δ</td>
<td>1.590</td>
<td>2.746</td>
</tr>
</tbody>
</table>

Discussion

The results of this study revealed that tree height can be accurately predicted based on diameter at the breast height by including the stand age and its logarithmic transformation as random factors in the mixed model considered. Moreover, the mixed model removed the heteroscedasticity occurring in the global model (Fig. 1), as previously reported by Drápela (2011). However, the inclusion of stand age as a variable makes the use of the above model suitable only to even-aged forests. Mixed models for height prediction were previously applied to even-aged forests, but using different stand variables, such as the dominant height and dominant diameter (Crecente-Campo et al. 2010), the mean diameter (Schmidt et al. 2011), or a combination of stand variables (Sharma & Parton 2007, Adame et al. 2008). Other authors have focused on uneven-aged forest using the mean/dominant diameter or the dominant height as predictors (Castanho-Santamaria et al. 2015), as the use of stand age is unfeasible. Eräkäinen (2003) stated that the inclusion of the dominant height in models may reflect the site index as an indicator of the production potential of a site. All the above evidences support the hypothesis that the inclusion of stand variables into the model improves its final accuracy (Soares & Tomé 2002).

The applicability of the proposed mixed model in practice has been assessed by comparing the effect of different ways of selecting trees for height measurement to be used in the calibrated conditional prediction. Using the first method, 1 to 5 trees within ± 2 cm from the mean diameter were selected, while the second was based on 3, 6, or 9 trees randomly selected within 4 cm intervals from the thinnest, medium
and thickest trees. Other papers also included two ways of tree selection, namely random selection of different number of trees and a selection focused only on a portion of the diameter range. For example, random selection of trees has been applied by Adame et al. (2008) and Kangas & Haara (2012), who selected 1 to 4 trees, while Trincado et al. (2007) chose only 1 tree. Sharma & Parton (2007) and Schmidt et al. (2011) carried out a selection of 1 to 3 trees. Crecente-Campo et al. (2010) and Castaño-Santamaria et al. (2013) randomly selected 1 to 10 trees in each of three ranges of minimum, mean and largest diameters, as well as 3, 6, or 9 trees in several ranges of the smallest, largest and mean diameter.

Calibration results showed that random selection of trees close to the mean diameter is not feasible, as it provides predictions too biased compared to local models or not biologically justified (height decreasing as the diameter increases). Crecente-Campo et al. (2010) reported similar results, with very high mean and standard error of residuals of the resulting model using 1 to 10 trees of mean diameter. Castaño-Santamaria et al. (2013) using trees of mean diameter did not find such high means of residuals, but recommended the use of trees with smaller diameter to achieve better results in the calibrated conditional prediction.

The second method, based on the selection of trees from more diameter intervals, proved to yield better results in this study. Similarly, Crecente-Campo et al. (2010) and Castaño-Santamaria et al. (2013) reported that this approach improves the predictive power of the model. The results of this study confirm that the goodness-of-fit of the model increases by increasing the number of measured trees, in accordance with Trincado et al. (2007), Adame et al. (2008) and Kangas & Haara (2012).

Sharma & Parton (2007) and Schmidt et al. (2011) compared both LME model with fixed effects marginal prediction and calibrated conditional prediction, concluding that the latter provides better results even when only one tree is used for model calibration.

Van Laar & Akça (2007) recommended a minimum number of 20-25 tree height measurements for determining a local model of the height curve, to be used for example for calculation of the standing volume using the volume tables. We found that the reduction in number (up to 6 or 9) of the required measured heights through the calibrated model did not invalidate the model predictability, but at the same time ensures a reduction in costs and time of data collection. According to Crecente-Campo et al. (2010), this reduction in the number of required measurements makes the application of mixed models highly effective and useful.

The results obtained using the CART model indicated that tree height depends on the diameter at breast height, mean diameter, stand age, and site index. Strongly nonlinear relationships exist between the height and the above variables. According to Gómez et al. (2012), the CART method should be preferred to parametric models as it is more suitable to analyze nonlinear relationships as well as data with hierarchic structure (De’ath & Fabricius 2000, Shifley et al. 2006).

Indeed, the strong dependence among independent variables (e.g., dbh and age) could bring about problems of multicollinearity of parametric methods and inaccuracy of predictions. Contrarily, CART models have been reported to resist to multicollinearity (Shifley et al. 2006), as CART considers the high-hierarchy variables to be more important than low-hierarchy variables, and the independent variables to have greater influence on the results than their mutual correlations. Consequently, there are no biased estimates of parameters (Aerts et al. 2010). Further, the easy description of interactions between variables make this method a useful tool for the interpretation of the results, particularly when the number of independent variables increases and other model types are very difficult to interpret (De’ath & Fabricius 2000).

Our results showed that tree height can be quite easily predicted using the CART method. CART models have been previously applied to estimate different variables in forestry, such as tree mortality (Dobbertin & Biging 1998, Fan et al. 2006), site index (Aerts et al. 2010) and the form factor of sample trees (Ráty & Kangas 2008). The interpretation of the regression tree obtained with the CART model is very easy and intuitive, which makes this method a suitable tool for classifying forest stands (Gómez et al. 2012). Moreover, once the regression tree is achieved, no additional measurements are required, thus reducing the costs of data collection.

In this study, the comparison of mixed model, regression tree, and the local model indicated that LME performed better than CART in predicting tree height based on dbh. The CART method also provided results significantly worse than those obtained with the OLS method (local model), except for parameters of the residual distribution. Moisen & Frescino (2002) compared several modeling techniques to predict various forest characteristics, confirming the worse performances of CART compared to OLS methods. Aerts et al. (2010) compared CART with multiple linear regression (MLR), generalized additive models (GAM) boosted regression trees (BRT) and artificial neural networks (ANN), confirming that CART is more user-friendly than the other four modeling techniques.

Regarding the comparison between LME and OLS models, we found that predictions obtained with LME only slightly differs from those of the local model. Crecente-Campo et al. (2010) found that calibrated LME provides significantly better results than the global model, thanks to the calibrated conditional prediction of the local model. Similar results were achieved by Castaño-Santamaria et al. (2013). We concluded that the mixed model with calibrated conditional prediction is best suited for the regionalization of the global model, e.g., up to the level of the forest stand. We recommend to calibrate the model based on 6 to 9 tree height measurements in a given stand, depending on the required level of accuracy.
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